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Abstract
Although clinical scoring systems and biomarkers have been used to predict outcomes
in sepsis, their prognostic value is limited. Therefore, machine learning (ML) models
have been proposed to predict the outcomes of sepsis. This study aims to propose ML
algorithms that create robust models for predicting mortality in patients with sepsis
diagnosed using the Sepsis-3 definitions in the emergency department. This study
was performed using a prospectively collected registry of adult patients with sepsis
between January 2016 and February 2020. Among the 810 patients, 607 (75%) and
203 (25%) patients were assigned to the training and test sets, respectively. The primary
outcome was 30-day mortality. Using the values of the area under the receiver operating
characteristic curve (AUROC), the area under the precision-recall curve (AUPRC),
balanced accuracy, and Brier score, we compared the performances of different ML
algorithms with that of the logistic regression models and clinical scoring systems.
The ML models’ performance was superior to that of the clinical scoring systems. A
light gradient boosting machine achieved the highest AUROC among the ML models in
predicting 30-day mortality. Most of the ML models had significantly higher AUROC
and balanced accuracy than the logistic regression models. All the ML models exhibited
higher AUPRC and lower Brier scores compared to the scoring systems and logistic
regression model. The ML models can be used as supportive tools for predicting
mortality in sepsis patients. In future studies, the performance of the proposed models
will be validated using more data from different hospitals or departments.
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1. Introduction

Sepsis is a global health problem with high mortality despite
advances in antimicrobial agents and resuscitation [1–3]. The
Third International Consensus Definitions for Sepsis and Sep-
tic Shock (Sepsis-3) defined sepsis as a life-threatening organ
dysfunction caused by infection [4]. The early prediction
of clinical outcomes is important because it can guide early
intervention and help reduce mortality among patients with
sepsis [5].
The prognostic value of the quick sepsis-related organ fail-

ure assessment (qSOFA) score, systemic inflammatory re-
sponse syndrome (SIRS), early warning score (EWS), acute
physiology and chronic health evaluation II, and SOFA score
have been validated in patients with sepsis or suspected in-
fections [6–9]. Biomarkers such as lactate, procalcitonin, C-
reactive protein, and presepsin have also been used to predict
the clinical outcomes in patients with sepsis [10–12]. How-

ever, these clinical severity scores and sepsis biomarkers were
shown to exhibit only moderate to poor values for prognosti-
cating sepsis.

Due to the limited prognostic values of these clinical severity
scores and biomarkers, various machine learning (ML) models
using medical data have been proposed as more powerful
and accurate tools to predict clinical outcomes in sepsis. A
recent study showed that an ML model provided the early
identification of patients at risk for circulatory failure in the
intensive care unit (ICU) [13]. Another study validated ML-
basedmortality prediction in patients with suspected infections
in the emergency department [14]. The study showed that
the accuracy rates of ML methods in predicting mortality
were superior to those of pre-existing screening tools, such as
SIRS and qSOFA [14]. ML models using the first 6 hours of
clinical data in sepsis patients could accurately predict severity,
mortality, and length of stay in the ICU [15]. However, to
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our knowledge, few ML-based studies have been conducted
where patients with sepsis diagnosed using the latest Sepsis-
3 definitions in the emergency department (ED) have been
included to predict mortality.
In this study, we aim to create various ML algorithms to

realize a more robust model for predicting short-termmortality
among patients with sepsis diagnosed according to the Sepsis-
3 definitions in the ED. The prognostic values of the individual
models were compared with each other and the logistic regres-
sion model and clinical severity scores.

2. Materials and methods

2.1 Study design and participants
This study was performed using a prospectively collected reg-
istry of ED patients who were diagnosed with sepsis and septic
shock according to the Sepsis-3 definitions in a tertiary care
teaching hospital in Korea. From January 2016 to February
2020, adults (aged ≥18 years) who visited the ED with an ac-
tual or suspected infection and an increase in SOFA score of≥2
points were enrolled by ED physicians on duty. If the patients
had baseline SOFA scores, we used the standard of an increase
in the SOFA score of at least two points. If the patients had no
previous SOFA score, we reviewed their medical records with
laboratory results and determined the association between the
present infection and the SOFA score. The exclusion criteria
were: (a) age <18 years, (b) death within 12 hours of ED
presentation, (c) unknown outcome (30-day mortality), and
(d) ED visit for trauma care. Finally, two infectious disease
experts carefully reviewed all the patients. Clinical variables
were collected from the patients and different ML algorithms
were used to predict 30-day mortality. The prognostic values
of the different ML algorithms were compared with that of
the logistic regression models and established clinical scoring
systems. This study followed the transparent reporting of
a multivariable prediction model for individual prognosis or
diagnosis (TRIPOD) reporting guidelines [16].

2.2 Dataset and definitions
Sepsis is as a life-threatening organ dysfunction caused by
a dysregulated host response to infection [4]. Septic shock
is a subset of sepsis where profound circulatory, cellular,
and metabolic abnormalities pose a greater risk of mortality
compared to sepsis alone [4, 17]. The qSOFA score uses three
criteria: low blood pressure (systolic blood pressure: ≤100
mmHg), high respiratory rate (≥22 breaths/min), and altered
mental status (Glasgow coma score: <15), assigning one point
for each criterion with the final score ranging from zero to three
points. A positive qSOFA score was defined as the presence of
≥2 qSOFA points near the onset of infection. The diagnostic
criterion for sepsis includes an increase in the SOFA score by
≥2 points due to the present infection. The SOFA score is
used to track a person’s status to determine the extent of organ
function or the rate of failure [18–20]. The score is based on
six different scores, each for the respiratory, cardiovascular,
hepatic, coagulation, renal, and neurological systems. When
the physiological parameters do not match any row, zero points
are given. The criteria for septic shock include vasopressor

requirements to maintain a mean arterial pressure of 65 mmHg
and serum lactate level >2 mmoL/L despite adequate fluid
resuscitation. The National Early Warning Score (NEWS)
(2012) and NEWS2 (2017) are tools developed by the Royal
College of Physicians to improve the detection and response to
clinical deterioration in adult patients and are critical to patient
safety and improving patient outcomes [21]. The modified
early warning score (MEWS) is a composite score used by
physicians to determine the severity of illness in various clin-
ical situations [22]. It evaluates the risk of mortality based
on vital signs (systolic blood pressure, heart rate, respiration
rate, and body temperature), saturation of percutaneous oxygen
(SpO2), and level of consciousness. Determining a MEWS
involves assigning a number between zero and three to each
of the six items. A total score equal to or more than five points
of MEWS is associated with an increased mortality. In the
present study, we defined follow-up (F/U) lactate levels within
12 hours as the maximum values of lactate levels measured
within 12 hours of ED presentation, except initial lactate levels.

2.3 Data splitting and preprocessing

Fig. 1 shows this study’s ML flowchart. Variables with more
than 40%missing data were excluded [23], and 25% of the data
were randomly separated with stratifications of sepsis-related
death. The hold-out data were used only in the final model
evaluation as a test set, and the remaining 75% of the data were
used as a training set with a leave-one-out cross-validation
strategy. Multivariate imputation by chained equations [24]
and isolation forests [25] were used for imputation and outlier
detections, respectively. Min-max scaling and one-hot encod-
ing were applied, and Supplementary material provides the
details of the preprocessing procedures. Included variables for
model development with information of their missing rate and
variable type are presented in Supplementary Table 1.

2.4 Feature selection and feature
importance analyses

Recursive feature elimination [26] was utilized to obtain the
best feature set maximizing the model performance of the area
under the receiver operating characteristic curve (AUROC) in
cross-validation. Recursive feature elimination works with
the following iterative procedures: (1) training a classifier,
(2) computing the ranking criterion of all features, and (3)
removing the feature with the lowest rank. A light gradient
boosting machine (LightGBM) [28], which can handle cate-
gorical variables without data conversion, was used for the
feature importance analyses. Contributions of each feature to
themodel prediction weremeasured with Shapley Additive ex-
Planations (SHAP) values, where positive and negative values
indicated a positive and negative effect on the prediction score,
respectively [27]. The relative importance of the features was
evaluated and ranked using the mean absolute SHAP value.
Hierarchical clustering was performed to minimize the effects
of multicollinearity, causing the underestimation of the relative
importance of the features [29]. Supplementary material
describes the details.
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FIGURE 1. Machine learning flowchart. MICE: multiple imputation by chained equations; XGBoost: extreme gradient
boosting; SVM: support vector machine; LightGBM: light gradient boosting machine; MLP: multilayer perceptron.

FIGURE 2. Flowchart of the study population.
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2.5 Model construction
Aconventional statisticalmodel-logistic regression—was built
as a baseline comparator. Four popular and promising mod-
els were constructed: extreme gradient boosting (XGBoost)
[30], support vector machine (SVM) [31], LightGBM, and
multilayer perceptron (MLP) [32]. XGBoost (version 1.3.2,
The XGBoost Contributors, New York, NY, USA) and Light-
GBM (version 3.2.0, Microsoft, Wilmington, Del, USA) are
gradient-boosted tree-based ensemble models using a depth-
wise algorithm and a leaf-wise growth algorithm, respectively.
SVM is a model for classification, regression, and outlier
detection using an optimal hyperplane in a multi-dimensional
space. MLP is a feed-forward neural network model with a ba-
sic architecture consisted of fully connected layers. Bayesian
optimization [33] was used for hyperparameter settings to
maximize the AUROC in cross-validation. Supplementary
material provides the details of the constructed models. All
processes including development of SVM and MLP models
were implemented in Python version 3.8.2 (Python Software
Foundation, Wilmington, Del, USA) with scikit-lean (version
0.24.1) and tensorflow (version 2.0.0) libraries.

2.6 Statistical analysis
Descriptive statistics were represented as the number (percent-
age), mean (SD), or median (Q1 andQ3). We used the Shapiro-
Wilk test for normality and Levene’s test for homoscedasticity.
The Chi-squared test, independent t-test, or Mann-Whitney U
test were used for comparison analysis.
The AUROC was chosen as the primary evaluation metric

with a threshold of 0.50. The AUROC is classified into
excellent (0.9–1.0), good (0.8–0.9), fair (0.7–0.8), poor (0.6–
0.7), and fail (0.5–0.6). The AUROC with its 95% confi-
dence interval (CI) was calculated and compared between con-
structed models using Delong’s method [34]. p-values were
adjusted using the Benjamini-Hochberg method for multiple
comparisons.
During cross validation for developing themodels, each fold

was calibrated to validation data after fitting at training data
using isotonic regression. The isotonic regression fits a non-
decreasing real function to one dimensional data. Prediction
scores from the calibrated models allow reflection for pre-
dictive probability. Error after the post-hoc calibration was
evaluated using calibration curves and the Brier score which
was the mean squared error of the predicted probability [35].
The AUPRC, balanced accuracy, and F1 score were calculated
as the secondary outcome metrics for model performance. The
significance level was set at p < 0.05.

3. Results

3.1 Baseline characteristics
During the study period, 1075 consecutive patients with sepsis
were screened. Fig. 2 shows a flowchart of the study popula-
tion. Patients aged <18 years (n = 65), death within 12 hours
of ED presentation (n = 41), unknown 30-day mortality (n =
129), and ED visits for trauma care (n = 30) were excluded.
After excluding 265 patients, a final total of 810 patients were

finally enrolled in the analysis.
Table 1 shows the baseline characteristics of the patients

for 30-day mortality outcomes (Supplementary Tables 2 and
3 for 7-day and 14-day mortalities, respectively). The me-
dian age of the enrolled patients was 75 years (interquartile
range (IQR): 65 to 82 years), and 337 (41.6%) were women.
Among the patients, 259 (32.0%) were non-survivors. There
were significant differences in age, vital signs except for heart
rate, comorbidities (diabetes mellitus, malignancy, chronic
liver disease, and cerebrovascular disease), source of infection
(respiratory and genitourinary infections), laboratory findings
(platelet, bilirubin, lactate, and arterial blood gas analysis),
septic shock, and clinical severity scores (NEWS, NEWS2,
MEWS, and SOFA scores) between non-survivors and sur-
vivors. The missing data rates were less than 3.1% except for
three variables: F/U lactate levels within 12 hours (missing
rate, 35.1%), lactate clearance (missing rate, 20.2%), and
procalcitonin (missing rate, 16.7%) (Supplementary Table 1).

3.2 Performance of the models and scoring
systems
LightGBM achieved the highest AUROC values in predic-
tion for 7-day (0.891 (0.841–0.941)), 14-day (0.893 (0.844–
0.941)), and 30-day (0.871 (0.823–0.919)) mortalities among
the ML models (Table 2 and Fig. 3(A)), but there were no
significant differences between LightGBM and MLP in pre-
dictions for 7-day, 14-day, and 30-day mortalities. All the
ML models except XGBoost in predictions for 7-day and 14-
day mortalities exhibited significantly higher AUROC values
compared to the logistic regression.
SOFA achieved the highest AUROC values among the scor-

ing systems in predicting 7-day (0.680 (0.594–0.766)), 14-
day (0.647 (0.565–0.730)), and 30-day (0.658 (0.579–0.736))
mortalities. MEWS had no discrimination ability in predicting
30-day mortality, of which the confidence interval of AUROC
spanned 0.50. All the ML models and logistic regression had
significantly higher AUROCvalues compared to SOFA scores.
ML models exhibited higher performance in the AUPRC

(Table 2 and Fig. 3(B)) and Brier score (Fig. 4 for 30-day
mortality and Supplementary Figs. 1,2 for 7-day and 14-
day mortalities) compared to the scoring systems and logistic
regression. In particular, LightGBM had the highest AUPRC
values in prediction for 7-day (0.702 (0.547–0.847)) and 14-
day (0.786 (0.670–0.884)) mortalities, while MLP had the
highest AUPRC values in predicting 30-day mortality (0.774
(0.662–0.865)). MLP in the prediction for 7-day (0.789) and
14-day (0.774) mortalities and LightGBM in predicting 30-
day mortality (0.762) exhibited the highest balanced accuracy.
Supplementary Table 4 presents the cross-validation perfor-
mance.

3.3 Importance of variables
Thirty-three variables were selected as the best feature set by
the recursive feature elimination in predicting 30-day mor-
tality, and all selected variables in the predictions for 7-day
and 14-day mortality were included. Fig. 5 shows the overall
contribution of the variables (left bar plot) and the impacts
of individual values for the model prediction (the right violin
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TABLE 1. Baseline characteristics of the study population.

Variables All
(n = 810)

Survivors on 30-day
(n = 551)

Non-Survivors on 30-day
(n = 259) p value

Demographics

Female (sex) 337 (41.6%) 225 (40.8%) 112 (43.2%) 0.567

Age, years 75 (65, 82) 74 (62, 81) 78 (69, 83) <0.001***

Vital signs and O2 saturation

Body temperature, ◦C
37.1 37.2 36.7

<0.001***
(36.4, 38.0) (36.5, 38.1) (36.0, 37.6)

Systolic blood pressure, mmHg 96 (80, 125) 98 (83, 126) 93 (74, 118) <0.001***

Diastolic blood pressure, mmHg 60 (50, 73) 60 (51, 74) 57 (47, 72) <0.001***

Heart rate, bpm 108 (90, 124) 106 (90, 124) 109 (92, 124) 0.266

Respiration rate, /min 24.5 (5.8) 23.9 (5.4) 25.7 (6.4) <0.001***

SpO2, % 92.2 (8.7) 93.4 (7.1) 89.8 (11.0) <0.001***

Comorbidity

Diabetes Mellitus 313 (39.2%) 198 (35.9%) 115 (44.4%) 0.020*

Hypertension 423 (52.9%) 288 (52.3%) 135 (52.1%) 0.976

Malignancy 149 (18.6%) 70 (12.7%) 79 (30.5%) <0.001***

Chronic lung disease 187 (23.4%) 121 (22.0%) 66 (25.5%) 0.277

Chronic liver disease 46 (5.8%) 20 (3.6%) 26 (10.0%) <0.001***

Chronic kidney disease 107 (13.4%) 79 (14.3%) 28 (10.8%) 0.219

Cardiovascular disease 143 (17.9 %) 100 (18.1 %) 43 (16.6 %) 0.698

Cerebrovascular disease 442 (55.3%) 327 (59.3%) 115 (44.4%) <0.001***

Organ transplantation 11 (1.4 %) 10 (1.8 %) 1 (0.4 %) 0.193

AIDS 3 (0.4%) 2 (0.4%) 1 (0.4%) 0.573

Others 209 (26.2%) 145 (26.3%) 64 (24.7%) 0.737

Unknown 11 (1.4%) 6 (1.1%) 5 (1.9%) 0.522

Infection source

Respiratory 534 (65.9%) 348 (63.2%) 186 (71.8%) 0.019*

Genitourinary 301 (37.2%) 222 (40.3%) 79 (30.5%) 0.009**

Gastrointestinal 91 (11.2%) 57 (10.3%) 34 (13.1%) 0.294

Bacteremia 61 (7.5%) 39 (7.1%) 22 (8.5%) 0.569

Others 49 (6.0%) 33 (6.0%) 16 (6.2%) 0.958

Laboratory findings

White blood cell, 103/µL
11.9 11.7

13.1 (6.9, 18.5) 0.255
(7.7, 17.5) (7.9, 17.2)

Platelet, 103/µL
200 205 187

0.011*
(126, 284) (134, 285) (100, 274)

Glucose, mg/dL 176.8 (141.2) 175.1 (133.3) 180.5 (156.6) 0.612

Bilirubin, mg/dL 1.1 (1.7) 0.9 (1.4) 1.4 (2.3) 0.002**

Creatinine, mg/dL 1.8 (1.9) 1.8 (1.9) 1.9 (1.8) 0.226
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TABLE 1. Continued.

Variables All
(n = 810)

Survivors on 30-day
(n = 551)

Non-Survivors on 30-day
(n = 259) p value

C-reactive protein, mg/L 12.4 (10.1) 12.0 (10.1) 13.4 (10.0) 0.078

Procalcitonin, ng/mL 13.9 (27.1) 13.6 (27.0) 14.4 (27.5) 0.731

Initial lactate, mg/dL 4.3 (3.7) 3.6 (3.2) 5.7 (4.3) <0.001***

F/U lactate within 12hr, mg/dL 3.6 (3.3) 2.8 (2.5) 5.1 (4.0) <0.001***

Lactate clearance, % 28.3 (70.8) 35.2 (52.0) 14.6 (96.4) <0.001***

Arterial Blood Gas Analysis

pH 7.4 (0.1) 7.4 (0.1) 7.3 (0.1) <0.001***

PaCO2, mmHg 36.6 (14.2) 36.3 (12.9) 37.2 (16.6) 0.445

PaO2, mmHg 84.9 (53.9) 86.1 (54.6) 82.2 (52.2) 0.333

HCO3-, mEq/L 21.2 (7.5) 22.0 (6.8) 19.7 (8.5) <0.001***

SaO2, % 90.9 (10.3) 92.2 (8.2) 88.0 (13.2) <0.001***

Clinical severity

Septic shock 365 (54.9%) 194 (35.2%) 171 (66.0%) <0.001***

Glasgow coma scale 10 (8, 13) 10 (8, 13) 10 (7, 12) <0.001***

SOFA score 8.0 (6.0, 11.0) 7.0 (5.0, 10.0) 10.0 (8.0, 12.0) <0.001***

NEWS score
11 10 12

<0.001***
(9.0, 13.0) (8.0, 12.0) (10.0, 14.0)

NEWS2 score
11 11 12

<0.001***
(9.0, 13.0) (8.0, 12.0) (10.0, 14.0)

MEWS score 6.0 (5.0, 8.0) 6.0 (4.5, 7.5) 6.0 (5.0, 8.0) <0.001***

qSOFA score of 3 204 (25.2%) 114 (20.7%) 90 (34.7%) <0.001***

Treatment

Time to antibiotics, min 96 (46, 162) 96 (44, 166) 95 (51, 158) 0.417

Steroid administration within 12hr 84 (10.4%) 52 (9.4%) 32 (12.4%) 0.251

Antibiotics within 3hr 630 (77.8%) 425 (77.1%) 205 (79.2%) 0.580

Source control

Antibiotics only 766 (94.6%) 520 (94.4%) 246 (95.0%) 0.850

Emergent surgery 5 (0.6%) 5 (0.9%) 0 (0.0%) 0.291

Percutaneous drainage 23 (2.8%) 13 (2.4%) 10 (3.9%) 0.330

Endoscopic intervention 14 (1.7%) 11 (2.0%) 3 (1.2%) 0.572

Removal of infected device 2 (0.2%) 2 (0.4%) 0 (0.0%) 0.832

The values are expressed as n (%), mean (SD), or median (Q1, Q3). *p < 0.05, **p < 0.01, and ***p < 0.001. Abbreviations:
AIDS, acquired immune deficiency syndrome; F/U, follow up; MEWS, modified early warning score; NEWS, national early
warning score; NEWS2, national early warning score 2; qSOFA, quick sequential organ failure assessment; SaO2, Arterial oxygen
saturation; SOFA, sequential organ failure assessment; SpO2, Saturation of percutaneous oxygen; PaCO2, partial pressure of
carbon dioxide; PaO2, partial pressure of oxygen.
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TABLE 2. Performance of the models on test set for 7-day, 14-day, and 30-day mortalities.
Model AUROC (95% CI) AUPRC (95% CI)

7-day 14-day 30-day 7-day 14-day 30-day
Scoring systems

qSOFA
0.59 0.57 0.57 0.42 0.47 0.49

(0.52–0.66) (0.50–0.64) (0.50–0.64) (0.32–0.52) (0.37–0.57) (0.39–0.60)

SOFA
0.68 0.65 0.66 0.35 0.39 0.43

(0.59–0.77) (0.57–0.73) (0.58–0.74) (0.20–0.49) (0.25–0.53) (0.29–0.56)

NEWS
0.63 0.63 0.63 0.32 0.39 0.41

(0.54–0.72) (0.55–0.71) (0.55–0.71) (0.18–0.45) (0.25–0.53) (0.27–0.55)

NEW2
0.62 0.62 0.62 0.32 0.39 0.41

(0.53–0.71) (0.54–0.71) (0.54–0.70) (0.18–0.45) (0.24–0.53) (0.27–0.55)

MEWS
0.59 0.59 0.57 0.33 0.38 0.39

(0.50–0.68) (0.51–0.68) (0.49–0.65) (0.20–0.45) (0.25–0.51) (0.26–0.52)
Baseline model

LogReg
0.82 0.84 0.81 0.56 0.69 0.7

(0.74–0.89) (0.77–0.90) (0.74–0.88) (0.38–0.73) (0.55–0.82) (0.57–0.81)
ML models

XGBoost
0.85 0.84 0.84 0.62 0.71 0.72

(0.78–0.91) (0.79–0.90) (0.78–0.89)* (0.46–0.77) (0.59–0.82) (0.60–0.82)

SVM
0.84 0.85 0.85 0.61 0.69 0.76

(0.78–0.90)* (0.79–0.91)* (0.79–0.91)* (0.44–0.77) (0.53–0.84) (0.65–0.85)

LightGBM
0.89 0.89 0.87 0.7 0.79 0.76

(0.84–0.94)* (0.84–0.94)* (0.82–0.92)* (0.55–0.85) (0.67–0.88) (0.66–0.85)

MLP
0.89 0.88 0.86 0.69 0.77 0.77

(0.83–0.94)* (0.83–0.93)* (0.81–0.92)* (0.51–0.84) (0.64–0.87) (0.66–0.87)
*Significant difference between ML models and logistic regression (p < 0.05). p values were corrected by Benjamini-Hochberg
method. Abbreviations: MEWS, modified early warning score; NEWS, national early warning score; NEWS2, national early
warning score 2; qSOFA, quick sequential organ failure assessment; SOFA, sequential organ failure assessment; ML, machine
learning; XGBoost, extreme gradient boosting; SVM, support vector machine; LightGBM, light gradient boosting machine; MLP,
multilayer perceptron; AUROC, area under the receiver operating characteristic curve; CI, confidence interval.

plot). Fig. 6 shows the partial SHAP dependence plots for
the top six important variables, while Supplementary Fig. 3
presents the plots for the other variables.

The most important variable was septic shock, which had
a positive effect on the model prediction, followed by F/U
lactate levels within 12 hours followed by the initial lactate
levels. When the F/U lactate level within 12 hours was less
than 3.7 mmoL/L, it consistently exhibited a negative effect
on the model prediction. However, it reversed at 3.7 mmoL/L,
and SHAP values increased sharply with positive effects for
the model prediction. Initial lactate levels exhibited a similar
tendency with a cut-off of 5.3 mmoL/L. The following three
variables were considered: malignancy, age, and arterial oxy-
gen saturation (SaO2). Malignancy had a positive effect on
model prediction. Age exhibited a positive correlation with
model prediction, resulting in the shape of the sigmoid curve
and the cut-off value of 75.1 years. SaO2 demonstrated a
negative correlation with model prediction and a cut-off value
of 87.5%.

4. Discussion

It was demonstrated that the performance of 7-day, 14-day, and
30-day mortality predictions in sepsis was greatly improved
by ML. Among the various methods validated, LightGBM
exhibited the best predictive value for sepsis-related mortality.
To construct ML models for mortality prediction, we used
clinical variables which can be promptly acquired in the usual
ED clinical pathway. Although, our study did not include the
variables in ICU or general ward, it demonstrated that ML
models constructed using variables in ED can effectively pre-
dict outcome among patients with sepsis. In a previous study,
35 clinical variables were used with the relevant vector ma-
chine (RVM, a variant of SVM)model to predict sepsis-related
mortality among 354 ICU patients. The study demonstrated
that RVM had an AUROC of 0.80, which was lower than our
SVM results (AUROC 0.850, 95% CI, 0.794–0.906). Our
samples were ED-based patients, and the size of the samples
were larger than that of the previous study. The variables
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FIGURE 3. Test set performance in prediction for 30-day mortality. A, Solid lines and shades representing receiver
operating characteristics curves and its 95% confidence intervals. An asterisk (*) indicates a significant difference (p < 0.05)
in comparison with logistic regression. B, Solid lines and shades representing precision-recall curves and its 95% confidence
intervals. Only the confidence intervals of the baseline model (logistic regression (LogReg)) are represented with a polka dot
pattern in both plots. AUC, area under the receiver operating characteristic curve; CI, confidence interval; XGBoost, extreme
gradient boosting; SVM, support vector machine; LightGBM, light gradient boosting machine; MLP, multilayer perceptron.

FIGURE 4. Post-hoc calibration of models in the prediction for 30-day mortality. Orange and blue lines represent the
calibration curves of raw and calibrated models (isotonic regression), respectively. The legend displays the mean (SD) value
of brier scores for model prediction, while solid lines and shades represent the mean and ± SD of the calibration curves. (A)
Calibration curves of logistic regression; (B) Calibration curves of XGBoost; (C) Calibration curves of support vector machine;
(D) Calibration curves of light gradient boosting machine; (E) Calibration curves of multilayer perceptron. XGBoost, extreme
gradient boosting; SVM, support vector machine; LightGBM, light gradient boosting machine; MLP, multilayer perceptron.
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FIGURE 5. Importance of the selected variables. The left bar plot shows the overall contribution of the variables to model
prediction. The right violin plot shows the impacts of individual values of the variables and directionality formodel prediction. The
red color represents the large value in continuous variables or the affirmative response in categorical variables. Supplementary
Table 3 presents the variable types. F/U, follow up; HCO3, bicarbonate; pH, potential of hydrogen; SaO2, Arterial oxygen
saturation; SpO2, Saturation of percutaneous oxygen; PaO2, partial pressure of oxygen; PaCO2, partial pressure of carbon dioxide;
SHAP, Shapley Additive exPlanations; WBC, white blood cell.

using the SHAP method were evaluated by minimizing the
effect of multicollinearity and selecting the most promising
feature set in the recursive feature elimination scheme. This
variable selection process was believed to improve the results.
Another recent study showed that ML algorithms exhibited
a higher accuracy rate for mortality prediction compared to
the conventional regression model and existing medical scores
such as SIRS and qSOFA [14]. In that study, 53 clinical
variables were used with SVM to predict 28-day mortality
among the 42,220 ED patients with suspected infection, and
the model achieved AUROC 0.90 (95% CI; 0.89–0.90). The
difference between their performance and these results may be
explained by the sample numbers and subject population. Only
patients with sepsis were included, and the patient numbers
were small. However, the homogenous population enabled in-
depth feature analysis. Although homogeneity made it difficult

to discriminate and lower performance was inevitable, the
more relevant and informative results of the importance of the
variables for sepsis were presented.

In recent years, the model’s performance and interpretabil-
ity have become important. The contribution to the model
predictions of individual values of variables in every patient
using SHAP values was analyzed. Although the relatively
small sample size of this study may limit generalizability
because of the data dependency of SHAP values, clear patterns
and directionalities of the contributions were demonstrated.
Consequently, our model can be applied as an interpretable
model and can provide intuitive information for individual
patients.

Interestingly, contrary to the best performance of Light-
GBM, XGBoost had the lowest performance among the ML
models. They were identical in base architecture as a gradient-
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FIGURE 6. Partial SHAP dependence plots for the representative top six important variables. (A), (D) Categorical
variables are plotted with a scatter plot and a box plot with whiskers of 1.5 times the interquartile ranges. (B), (C), (E), (F)
Continuous variables are plotted with a scatter plot and a regression line represented with the orange line of mean and shade of
SD. A red diamond represents a cut-off value of the variable. Histograms on the right and top of each plot are distributions of the
SHAP and values of variables. SHAP, Shapley Additive exPlanations; F/U, follow up; SaO2, Arterial oxygen saturation.
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boosted tree, but LightGBM implements a leaf-wise growth
algorithm that splits a leaf node with maximum delta loss.
Unlike the depth-wise algorithm of XGBoost, the leaf-wise
algorithm could make it vulnerable to overfitting. However, it
is highly effective in minimizing training loss and was thought
that the intensive training strategy was suitable for our data
of sepsis patients in the ED. Similarly, MLP, which was a
powerful feature extractor but could easily be overfit, almost
yielded the highest performance. MLP showed the highest
AUPRC among the models. AUPRC is more informative
for model performance than AUROC for skewed data [36].
The number of non-survivors included in the present study
was almost a half of that of survivors. Therefore, our results
showed that MLP might be effective in the target population
of the present study.
Our study showed that themost important variable evaluated

by recursive feature elimination was septic shock followed
by F/U lactate levels, initial lactate levels, malignancy, age,
and SaO2. Septic shock is a subset of sepsis in which pro-
found circulatory, cellular, and metabolic abnormalities pose
a greater risk of mortality than sepsis alone [4, 17]. Other
important features are subsequent and initial lactate levels,
which have been well investigated in previous studies. These
studies demonstrated that lactate levels and lactate clearance
could be used to predict mortality among patients with sepsis
[12, 37], which was in accordance with this study’s results.
A propensity score matching analysis demonstrated that a
history of early stage solid malignancy was an independent
risk factor for 28-day mortality in patients with sepsis [38].
A descriptive analysis in China reported that increasing age
was independently associated with increased sepsis-related
mortality [39]. Similar to this study, a recent cross-sectional
analysis using ML revealed that low oxygen saturation was
an important variable for predicting short-term mortality in
patients with sepsis [40].
In this study, while respiratory infection was included in the

best feature set for predicting 14-day and 30-day mortalities, it
was not included in the best feature set for predicting 7-day
mortality. The early activation of both innate and adaptive
immune responses is involved in the pathogenesis of sepsis.
The peak mortality rates during the early period are caused
by an overwhelming inflammatory response, also known as
“cytokine storm,” which consists of fever, refractory shock,
inadequate resuscitation, and pulmonary or cardiac failure
[41]. Meanwhile, mortality in the later period is caused by
persistent immunosuppression with secondary infections that
result in organ dysfunction [41]. Our results suggest that 7-
day mortality (mortality during the early period) was mainly
caused by cytokine storms and may be less influenced by
organ dysfunction caused by respiratory infections versus 14-
day and 30-day mortalities. Although advanced ICU treatment
has recently improved short-term mortality, patients still die
in later periods due to persistent immunosuppression, immune
dysfunction, or chronic catabolism.
There were some limitations to the present study. First,

the proposed ML models were trained with ED data from one
tertiary care teaching hospital and may not be applicable to
ICUs or other primary hospitals. For the purposes in other
populations, specific data corresponding to the populations

should be utilized because of the data-dependent nature of
ML algorithms. Second, due to the single-center design and
absence of external validation, our models may not be gener-
alizable to other institutions. Further studies had better to in-
clude multi-center data including independent datasets. Third,
although we used 30-day mortality as a primary outcome,
other adverse outcomes such as endotracheal intubation, ICU
admission, and extracorporeal membrane oxygenation could
aid ED physicians in promptly identifying sepsis patients with
poor outcomes and act on the disease. Further studies are
recommended to investigate the effects of ML algorithms for
not only mortality but also the adverse outcomes. Fourth, our
study did not utilize time-series data for model construction
and analysis. Because the time-varying characteristics of the
selected variables are important to 30-day mortality, further
studies need to consider the utilization of time-series data.
Fifth, our study mainly compared the performance for the ML
algorithms, logistic regression, and other clinical scoring sys-
tems, rather than suggest novel models or techniques. Hence,
the technical novelty is lowered to some extent.

5. Conclusions

This study demonstrated that the prognostic values of ML
models were superior to those of existing clinical scoring
systems in patients with sepsis. Furthermore, among the ML
models, the performance of LightGBM and MLP were better
compared to the logistic regression model. In future studies,
the performance of our proposed model will be validated using
more data from different hospitals or departments.
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